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Title Model for Computer Networks
Optimization

J. H. S. Pereira, L. M. Sato, P. F. Rosa and S. T. Kofuji

Abstract— The TCP/IP architecture was consolidated as a
standard to the distributed systems. However, there are several
researches and discussions about alternatives to the evolution of
this architecture and, in this study area, this work presents the
Title Model to contribute with the application needs support by the
cross layer ontology use and the horizontal addressing, in a next
generation Internet. For a practical viewpoint, is showed the
network cost reduction for the distributed programming example,
in networks with layer 2 connectivity. To prove the title model
enhancement, it is presented the network analysis performed for
the message passing interface, sending a vector of integers and
returning its sum. By this analysis, it is confirmed that the current
proposal allows, in this environment, a reduction of 15,23% over
the total network traffic, in bytes.

Keywords—  Message  Passing  Interface,  Ontology,
Optimization, Distributed Programming, Computer Networks.

I. INTRODUCAO

Acomunicagéo distribuida permite associar o poder
computacional de estacdes distintas e respectivos
processadores, memorias e relogios. Ha diversas tecnologias
utilizadas para comunicacdo distribuida, mas em geral estas
utilizam redes de computadores, na arquitetura TCP/IP, e
fazem uso das camadas mais baixas (fisica e enlace) e
intermediarias (rede e transporte), desta arquitetura. O uso
destas camadas, associado ao controle e transferéncia de dados
entre as estagdes, pode resultar, em certos casos, em elevada
exigéncia de recursos de rede e, consequentemente, alto custo
computacional [1].

Face a importincia da comunicacdo distribuida para os
sistemas computacionais, este trabalho apresenta o Modelo de
Titulo como alternativa para a proxima geragdo de Internet e
mostra o beneficio do uso deste modelo para o exemplo da
reducdo do custo de comunicagdo em rede, para a
programagdo distribuida, quando utilizada a arquitetura
TCP/IP com conectividade em camada 2.

A possibilidade de melhorias na comunicagdo em rede
motiva esta pesquisa, sendo relevante posicionar que ndo ¢é
escopo deste trabalho expandir as discussdes dos beneficios
do
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Modelo de Titulo a todos os campos da comunicac¢ao em rede,
visto que, em decorréncia da extensdo do campo que abrange
a area, ndo seria possivel esgotar todas as informagdes neste
artigo. Desta forma, a discussdo aqui apresentada estd limitada
ao campo da programacao distribuida.

Este trabalho estd organizado em seis segoes. A secdo 2
apresenta os trabalhos relacionados na area de otimizacdo de
rede para a programacdo distribuida e os trabalhos na area de
proxima geragdo de Internet. A secdo 3 apresenta o Modelo de
Titulo para a proxima geragdo de Internet. A secdo 4 descreve
a otimizagdo do custo de rede para a programacao distribuida
e a secdo 5 mostra a analise dos resultados e avaliagdo de
desempenho. Por fim, a secdo 6 apresenta as conclusdes e
sugestdes para trabalhos futuros nesta area de pesquisa.

II. TRABALHOS RELACIONADOS A EVOLUCAO DA
ARQUITETURA TCP/IP

A arquitetura TCP/IP é amplamente utilizada na area de
redes e segue o Modelo de Referéncia OSI da ISO, porém,
sem utilizar expressamente as camadas de sessdo e
apresentagdo. Os protocolos principais desta arquitetura
surgiram ha cerca de 3 décadas, por exemplo, o IP, TCP e
UDP, publicados pelo IETF nas RFC 760, 761 e 768, em 1980
[2]-[4].

Conforme apresentado em [5] e [6], apesar da crescente
evolugdo computacional, ndo houve melhorias expressivas nas
camadas 3 e 4 da arquitetura TCP/IP, sendo que os novos
requisitos das aplicagdes foram atendidos por novas
especificagdes/adaptagdes em protocolos, sem que houvesse
melhoria estrutural das camadas intermediarias, o que gerou
lacunas no atendimento destes requisitos.

Alguns estudos avaliam que as melhorias nas camadas 3 e
4 da arquitetura Internet foram dificultadas pela expansdo da
base instalada, que passou de interesses militares e
académicos para o de uso comercial [7]. Com isto, as
melhorias nas camadas 3 e 4 tornaram-se mais complexas, ao
passar dos anos, ¢ os novos requisitos, demandados pelas
aplicagdes, passaram a ser atendidos por estratégias que ndo
alterassem a estrutura original destas camadas.

Como exemplo, no inicio da década de 80, as redes ndo
tinham necessidade de transmissdo de voz e video sobre as
redes de computadores. Também nédo era necessario suportar
redes de sensores, suas necessidades de tempo real e
comunicagdo inter/intra clusters e grids computacionais.
Alguns dos requisitos demandados pelas aplicagdes, que
tiveram alteragdes nos ultimos 30 anos, sdo: QoS; Seguranga;
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Mobilidade; Vazio; Tempo real; Jitter; Laténcia; Garantia de
Entrega; e; Gerenciamento, dentre outros.

As alteragdes ¢ evolugdes destes requisitos, ao longo dos
anos, nem sempre foram acompanhados por melhorias e
otimizacdes nos modelos e arquiteturas das redes de
computadores e da Internet. Nesta area, ha intenso interesse
atual de pesquisadores ¢ alguns dos trabalhos recentes sdo
desenvolvidos com perspectivas para a Internet do futuro.

A. Proxima geragdo de Internet

Dentre as razdes para estudos na area de proxima geracdo
de Internet hd possibilidades de melhorias que motivam
propostas de alteragdes na arquitetura atual e do IP, incluso o
IPv4, que hoje € o principal protocolo de roteamento utilizado
na Internet.

Desde a década de 90 o IETF trabalha em projeto de
protocolos para substituir o IPv4. Houve propostas com o
incremento da complexidade do IP e também com adaptagdes
no protocolo OSI CLNS (Connectionless Network Service).
Outro projeto procurou simplificar o IPv4 e aumentar a
quantidade de enderecos. Este projeto foi conhecido como SIP
(Simple IP) e a extensdo deste foi denominada SIPP (Simple
IP Plus).

Nestas propostas, devido a uma confusdo de versdo,
causada pelo IAB (Internet Architecture Board) ao publicar
uma politica com referéncia sobre a proxima versdo do IP ser
a de niimero 7, a proposta para nova versdo do IP passou a ser
chamada de IPng (IP — Next Generation), para evitar erros na
referéncia da numeragao das versdes do IP.

Esta confusdo ocorreu porque um dos documentos do IAB
referenciavam erroneamente a versdo corrente como sendo a 6
e a versdo 5 havia sido designada para o protocolo ST [7].
Posteriormente a versdo 6 consolidou-se como a proposta do
IETF para a proxima geracdo do IP (IPng), cuja especificacdo
foi publicada em 1995 como IPv6 [8]-[9].

O IPv6 apresenta algumas evolugdes em comparagdo com
o IPv4, como por exemplo o aumento da quantidade de
enderecos, o formato flexivel do cabegalho, incremento de
informagbes opcionais, suporte a alocagdo de recursos e
previsdo para extensdes no proprio protocolo. Por outro lado,
a especificacdo do IPv6, realizada ha mais de 1 década, ndo
suporta parte das necessidades de seguranca ¢ mobilidade das
aplicagdes atuais.

As discussoes para a evolugdo da Internet permeiam a area
dos sistemas distribuidos, ha décadas, e possuem avango
constante ¢ consideravel para a camada de aplicacdo e as
camadas inferiores. Porém, esta evolugdo ndo ocorre com a
mesma expressividade nas camadas intermedidrias, o que se
comprova pelos estudos apresentados em [5].

Nesta area de pesquisa também ha exemplos de tentativas
de evolugdo do TCP para o SCTP (Stream Control
Transmission Protocol), em 2000 [10]-[11]. Apesar de mais
de 1 década de tentativa, o uso destas especificacdes
permanece com baixa abrangéncia ¢ impacto na Internet ¢ a
dificuldade de implantagdo de melhorias ocorre devido a
diversos fatores.
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Um destes fatores ¢ a complexidade de alterar a rede legada
e sua arquitetura, que funciona como infraestrutura para uma
imensa quantidade de usudrios que a utilizam diariamente.
Também, uma altera¢do nas camadas intermediarias, como é o
caso do IPv6, ndo ocorre transparentemente para a camada de
aplicagdo, que precisara refazer codigos e recompilar uma
grande quantidade de servigos, pois utilizam atualmente
campos de enderegos de 32 bits e precisardo alterar para 128
bits, exceto para os casos de mapeamento do Ipv4, previsto no
projeto do IPv6.

Por outro lado, a arquitetura TCP/IP segue em constante
incremento de sua complexidade para tentar atender
necessidades de comunicagdo distribuida, ndo contempladas
em seu projeto. Em paralelo, a possibilidade de uma proxima
geragdo de Internet, que atenda aos novos requisitos dos
sistemas distribuidos, tem motivado o aumento de interesse
em pesquisas nesta area de estudos.

Um destes estudos apresenta propostas para FDR (Future
Domain Routing), sendo conduzido pelo IRTF RRG (Internet
Research Task Force Routing Research Group) com trabalhos
sobre os problemas de escalabilidade realizados pelo RR-FS
(Scalability Research Subgroup). Também ha os trabalhos de
Tsuchiya que introduz a proposta de “landmark” em seus
estudos sobre hierarquia de roteamento em redes de grande
extensdo e os estudos sobre roteamento compacto feitos por
Krioukov’s, também do IRTF RRG [12]-[13].

Outros trabalhos com propostas relacionadas a
escalabilidade do sistema de roteamento e arquitetura de
enderecamento para a Internet sdo realizados pelo Network
Working Group do IETF, como o LISP (Locator Identifier
Separation Protocol), que faz a separagdo dos enderegos de
Internet em “Endpoint Identifiers” (EIDs) e “Routing
Locators” (RLOCs) sem a necessidade de alteracdo das pilhas
de protocolo nas estagdes e pouco impacto na infra estrutura
legada [14]. Este grupo também apresenta propostas para a
interoperabilidade do LISP com o IPv4 e o IPv6 [15].

No LISP, para ndo haver elevado impacto na infraestrutura
de roteadores e suas pilhas de protocolos, é colocada uma
camada sobre as camadas de rede e transporte. Isto melhora a
interoperabilidade com os sistemas legados e a escalabilidade,
porém ndo reduz a crescente complexidade dos protocolos do
TCP/IP. Ressalte-se que uma camada adicional impde maior
processamento nestes elementos de rede.

Algumas pesquisas relacionadas a evolugdo da Internet
propde uso de roteamento flat para a comunicagdo entre os
elementos de rede. Nestas pesquisas hd os trabalhos de
Landmark-based Flat Routing e roteamento flat sobre um
espago de identidade binaria [16]-[17], em que Pasquini
apresenta propostas de melhorias sobre o IBR (Identity Based
Routing), VRR (Virtual Ring Routing) ¢ ROFL (Routing on
Flat Labels) desenvolvidos por Caeser et. al [18]-[20].

Pasquini também apresenta estudos para identificadores de
dominio em arquitetura de Internet de proxima geracdo, com
trabalhos sobre roteamento flat nesta arquitetura [21]-[22].

Outra linha de estudos é desenvolvida por Bryan Ford, que
propde evolugdes para uma nova Internet em seus trabalhos de
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arquitetura para redes sociais, nomeada de UIA (Unmanaged
Internet Architecture). Em suas propostas Ford especifica o
UIP (Unmanaged Internet Protocol) [23]-[24].

Na area de arquitetura de Internet de proxima geragio, para
suporte a mobilidade e multi-homing, Wong apresenta estudos
para melhorar a sobrecarga semantica do IP com a introdugéo
de uma camada de identidade localizada entre as camadas de
rede e transporte da arquitetura Internet [25]-[26].

Para a otimizagao do custo de comunicagdo em redes locais
ha a proposta do FINLAN (Fast Integration of Network
Layers), que propde uma alternativa para a comunicagdo
distribuida sem utilizagdo dos protocolos IP, TCP ¢ UDP e
possibilita a comunicacdo hibrida com estagdes que utilizam
estes protocolos tradicionais das camadas de rede e transporte
do TCP/IP [27]-[29].

O projeto Europeu 4WARD desenvolve trabalhos para
arquitetura de Internet do futuro com a meta de desenvolver
redes e aplicagdes distribuidas mais rapidas e faceis tomando
o resultado dos servigos de comunica¢do mais avangados e
acessiveis as pessoas.

A proposta deste projeto apresenta o uso de caminhos
genéricos (GP) definido no contexto do paradigma da rede de
informagao desenvolvida no 4WARD, habilitando conexdes
para objetos de informag@o e ndo apenas para estagdes [30].
Este grupo também colabora com as propostas de arquitetura
de Internet de contetido centralizado (Content-Centric) feitas
pelo FIA (Future Internet Assembly) e Future Content
Networks (FCN) Group [31].

Incluindo o 4WARD, héa dezenas de projetos no FIRE
(Future Internet Research and Experimentation), como por
exemplo ANA, AUTOI, BIONETS, CASCADAS, CHIANTI,
ECODE, EFIPSANS, Euro-NF, Federica, HAGGLE,
MOMENT, NADA, N4C, N-CRAVE, OneLab2, OPNEX,
PERIMETER, PII, PSIRP, ResumeNet, Self-NET, SMART-
Net, SmoothIT, TRILOGY, Vital++ e WISEBED.

Como contribui¢do aos estudos em Internet de proxima
geracdo, este trabalho apresenta o uso do Modelo de Titulo
para otimizagdo do custo de rede na programacao distribuida,
com utilizagdo de ontologia cross layers para aproximagao
semantica entre as camadas superiores e as inferiores e,
consequentemente, melhor suporte as necessidades de
comunicagdo em rede.

III. MODELO DE TiTULO PARA A PROXIMA GERACAO
DE INTERNET

No enderegamento hierarquico do IP ha o problema de a
informagdo da rede/sub-rede ter forte acoplamento entre o
endereco IP de uma esta¢do e suas vizinhangas. Assim, caso
uma estagdo desloque para outra rede o enderego desta, em
geral, precisa ser alterado.

Este fato aumenta a complexidade da mobilidade na
Internet, pois este problema normalmente precisa ser
equacionado pelas camadas superiores (ou por links dedicados
/ VPN — Virtual Private Network), devido a mobilidade ndo
ter sido uma premissa no projeto da camada de rede da
arquitetura TCP/IP.

No enderegcamento do IP também ha o problema da
segmentacgdo das classes, implicando que ao crescer além de
254 estagdes, em uma classe C, é necessario alocar outro
segmento para enderecamento, o que impacta no planejamento
de crescimento de uma rede, pois este ndo poderd ser feito
gradativo sem passar pelos saltos de alocagdo das faixas, ou
sub-faixas.

Um terceiro problema no enderegamento com o IP ocorre
em estagdes com 2 ou mais conexdes com a Internet, pois
precisam ter mais de um enderego IP. Isto implica no
enderegamento, uma vez que uma unica estacdo passa a
comportar como entidades diferentes para a rede. Por
exemplo, na Fig. 1, a estacdo | para falar com a estacdo 2
pode escolher os enderegos 2A ou 2B via o roteador R [7].

RA

1A 2A

1 2

RB 2B

Figura 1. Problema de Comunicag¢do no TCP/IP.

Caso um usudario, ou aplicacdo, da estagdo 1 conheca
apenas o endereco 2A da estacdo 2 e esta conexdo pare de
funcionar havera interrupg¢do da comunicacdo, mesmo que a
entidade 2 e a conexdo 2B continuem em funcionamento e
haja caminho disponivel via o roteador R. Para contornar esta
fragilidade na arquitetura TCP/IP é necessario o controle
explicito de conexdes distintas que usam o mesmo IP, uma
vez que a identificagdo de diferentes conexdes para uma
mesma entidade ndo ¢ nativa.

O enderecamento horizontal no Modelo de Titulo é uma
alternativa para que a identificagdo e localizac¢do das entidades
(elementos de rede) ndo tenha forte acoplamento com os
vizinhos e a identificagdo destas, além de esta¢do, também
possa representar outros eclementos da comunicagdo
distribuida, como por exemplo, usuarios, aplicagdes,
contetdo, sensores € nuvens computacionais.

Para a eclaboragdo de uma proposta desta natureza ¢
importante ter como ponto de partida o diagnostico sobre as
necessidades de comunicacdo com base em estudos e
observagdes do mundo real, para entdo definir as metas e
realizar a proposta de acordo com o suporte exigido para as
necessidades de comunicagdo identificadas no diagnostico.

A. Observagoes sobre as necessidades de comunicag¢do

Os usudrios dos sistemas de comunicagdo em rede
normalmente possuem a necessidade de comunicar com outros
usudrios e também com outros elementos de rede, por
exemplo, o uso de comunicagdo em voz sobre IP ou
aplicagdes para visualizar paginas em um site.

Outras necessidades sdo as de comunicagdo disponivel,
movel, instantdnea e precisa, com boa qualidade na troca de
sintaxes e semanticas. Além da transferéncia de semanticas e
conceitos também ha necessidade de transferéncia de dados e
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informagdes de sons e imagens, dentre outros.

Ha necessidades de poder optar por comunicacdo privada,
sigilosa, segura, aberta entre grupos sociais privados/publicos
ou coletiva, conforme o desejo momentaneo e/ou o assunto.
Também, ¢é desejavel poder ajustar o volume, timbre,
frequéncia, velocidade, tom, luminosidade, contraste, brilho e
outras caracteristicas durante a comunica¢do. Pode ser
desejado interromper uma comunicagdo a qualquer instante e
retoma-la quando melhor convier, como também pode ser
intengdo gravar para revisao ou distribui¢@o posterior.

De uma forma geral, os atuais sistemas distribuidos
atendem grande parte destas necessidades de comunicagdo,
embora, na maioria, a camada de aplicagdo ¢ a responsavel por
suportar tais necessidades, e as camadas intermedidrias da
arquitetura TCP/IP, por sua vez, ndo estdo preparadas para
compreender ¢ suportar semanticamente varias destas
diferentes necessidades de comunicagao.

O que normalmente ocorre, na pratica, ¢ a escolha do
protocolo de transporte como TCP ou UDP, quando da
necessidade de comunica¢do confiavel, ou ndo confiavel, em
situagdes de tempo real (como conversagdo de dudio e/ou
video) e esforcos para configuragdes, em geral manuais, para
ativar QoS nas redes por especificagdo explicita de enderegos
IP de origem e/ou destino, nimero de porta do TCP/UDP ou
pela marcacdo do campo DS (Differentiated Services) no uso
do DSCP (Differentiated Services Code Point), formado pelos
6 primeiros bits do DS [32]-[33].

Caso as camadas intermediarias da arquitetura Internet
suportassem compreender semanticamente as comunicacdes e
suas necessidades e/ou desejos, em curso pelo conteudo dos
pacotes trafegados, haveria a possibilidade de melhor
atendimento das necessidades de comunicacdo e também da
reducdo da complexidade da arquitetura atual.

B. Metas para o Modelo de Titulo

Como metas para o Modelo de Titulo ha a necessidade de
solucionar limita¢des da arquitetura atual que, de forma
macro, sao:

1. Melhor suporte as necessidades de comunicagao;

2. Reduzir a complexidade da arquitetura atual;

3. Quantidade de enderegos suficiente para necessidades
atuais e futuras.

O problema em relagdo a quantidade de enderecos ¢é
contornavel no TCP/IP pelo uso do NAT ¢ pelo aumento de
enderegos, que passa de 32bits no IPv4 para 128bits no IPv6.
Por estas razdes, este problema ndo ¢ intransponivel na
arquitetura atual, porém ¢ um ponto a considerar na defini¢@o
de um novo modelo.

Quanto a melhorar o suporte das camadas intermediarias as
necessidades de comunicacdo ha os exemplos de mobilidade,
seguranca, privacidade, multicast ¢ mudanga de necessidades
no decorrer de uma comunicagdo. Outra preocupagio
importante é a interoperabilidade com as redes legadas, que ¢
fundamental para a comunicac¢do com a infra estrutura atual.

Este modelo também precisa ser escalavel com suporte ao
aumento de ordens de grandeza computacionais por geragoes,
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sem impacto na complexidade da arquitetura.

Deve ser flexivel para suportar futuras necessidades de
comunicag@o sem impacto estrutural, ou que resulte em maior
complexidade da arquitetura. Para isto ¢ importante manter a
independéncia entre as camadas por meio de suas interfaces.
Com isto, uma entidade de comunicagdo ndo precisa tratar
todos os detalhes de todos os niveis da comunicagdo, suas
estruturas e protocolos envolvidos na troca de dados,
informagdes e conhecimento.

C. Modelo de Titulo

A multiplicidade de enderegos utilizados na arquitetura
TCP/IP torna mais complexa a comunicagdo distribuida,
quando do objetivo de atender as necessidades basicas de
comunica¢do. Porém, os varios enderegos utilizados sdo um
meio para ter como consequéncia o estabelecimento da
comunicagdo ¢ isto ¢ apenas uma parte do conjunto dos
sistemas distribuidos como um todo.

Por exemplo, em uma comunicagdo, VoIP ou de
mensagens texto via IM (Instant Message), o objetivo da
comunica¢do € a troca de dados/informag¢des/conhecimento
entre dois, ou mais seres humanos, porém, para que esta
comunicagdo seja possivel na arquitetura TCP/IP sdo
necessarios varios enderegos, como:

1. Endereco Fisico;

2. Endereco Légico;

3. Endereco de processos;

4. Enderego de AS (Autonomous System);
5. Endereco de usuario (login).

Esta quantidade de enderecos controlada pelas diferentes
camadas tende a aumentar a complexidade da comunicagdo
distribuida, pois o objetivo fim é apenas o do usuario A
comunicar com o usuario B.

Em outra situacdo mais simples, ao acessar um site para
leitura, um usudrio pode querer apenas receber texto de uma

estagdo remota e, novamente, varios endere¢os serdo
necessarios na arquitetura atual.
Pela andlise desta observagdo e para reduzir a

complexidade do enderecamento na arquitetura Internet, que
envolve questdes quanto a possibilidade de localizar ndo
apenas estagdes, mas também aplicagdes e usuarios, dentre
outros, este trabalho propde unificar as estruturas de
enderecamento utilizadas no TCP/IP.

Para tanto, propde-se que a utilizagdo de titulos de
aplicagdes, especificado na recomendacdo 1S0-9545/X.207,
seja estendido para as demais entidades de comunicagdo das
redes de computadores. Conforme esta recomendacdo, os
ASO-title (Application Service Object-title), que sdo utilizados
para identificar sem ambiguidade os ASO, em um ambiente
OS], consistem de AP-title (Application Process title) que, por
natureza, enderecam as aplicagdes horizontalmente [34].

Dessa forma, este trabalho busca ampliar o uso do titulo
das aplicagdes com a unificagdo do enderecamento pelo uso
do AP-title. Também ¢ intencdo que as camadas
intermediarias suportem as necessidades das entidades de
melhor forma.
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Para ndo utilizar uma nomenclatura distinta para “titulo de
usuario”, “titulo de estacdo” e “titulo de aplicagdo”, o que
reduziria a flexibilidade de seu uso em outras necessidades de
enderecamento (por exemplo, “titulo de grid”, “titulo de
cluster” e “titulo de rede de sensor”), esta proposta apresenta a
designag@o unica de “titulo de entidade”, ou simplesmente
“Titulo”, cujo objetivo é o de identificar uma entidade,
independente de qual seja.

Assim, as entidades, independentemente de suas categorias,
passam a ser suportadas por uma camada de servigos, capaz de
compreender suas necessidades a cada instante no tempo. A
Fig. 2 mostra o Modelo de Titulo, em camadas, comparado
com o TCP/IP.

TCP/IP Modelo de Titulo
Aplicagdo Entidade
Transporte
Rede Servico
Enlace Enlace
Fisica Fisica

Figura 2. Comparagdo entre as camadas do TCP/IP e do Modelo de Titulo.

O Modelo de Titulo é independente da solugdo de
enderegamento. Por exemplo, pode ser utilizado o “Routing on
Flat Labels” ou o “Locator Identifier Separation Protocol”,
porém estes precisam alterar suas estruturas para melhor
suporte as necessidades das entidades unificadas em titulo e
ndo apenas as de estagdes ou aplicagdes.

Para que a camada de servicos deste modelo ofereca
suporte as necessidades das entidades, que podem alterar em
fun¢do do contexto, é proposto utilizar ontologia, formalizada
em OWL (Web Ontology Language), para representar
explicitamente a interface entre estas camadas, como também
representar o proprio Modelo de Titulo.

E proposto utilizar OWL por sua elevada expressividade
semantica, por ter uso crescente na representacdo de
ontologias na Internet e sua adog¢do pelo W3C (World Wide
Web Consortium).

Pelo Modelo de Titulo, certas necessidades atuais das
aplicagdes passam a ser atendidas de forma mais natural e
menos complexa. Por exemplo, uma vez que o titulo enderece
as entidades horizontalmente, a mobilidade é facilitada na
Internet, pois deixa de existir a hierarquia dos segmentos de
rede e sub-rede que ocorre no enderegamento com IP pelo uso
das mascaras. Com isto ¢ reduzido o acoplamento entre as
vizinhangas e uma entidade e seus vizinhos podem estar
naturalmente distribuidos em qualquer lugar no mundo.

Por exemplo, imagine o enderego IP nro. 200.225.100.170
estar na cidade de S3o Paulo e o endereco 200.225.100.171
estar em Toquio, sem a necessidade de qualquer recurso
adicional de rede como VPN (Virtual Private Network) ou
conexdes dedicadas. Imagine também estes enderecos em
deslocamento por diferentes redes de diferentes provedores
sem a perda de comunicagdo ou necessidade de
reconfigura¢do dos enderegamentos de rede. Estes sdo alguns

dos beneficios deste modelo que permite o enderegamento
unificado de entidades, de forma horizontal.

Além de reduzir a complexidade dos multiplos enderecos
utilizados na arquitetura atual o uso do titulo de entidade
resolve o problema da quantidade de enderecos possiveis, pois
torna a quantidade de enderegos ilimitada, visto que cada
entidade tem uma identificagdo Unica e sem a delimitagdo da
quantidade de caracteres, ou bits, possiveis.

D. Interoperabilidade entre o Modelo de Titulo e a
Arquitetura Internet

A interoperabilidade deste modelo e a arquitetura Internet é
semelhante ao LISP, mantendo as camadas atuais e seus
diversos enderecos (MAC, IP, Portas, Login, etc.) quando da
comunicag¢do com a rede legada. Desta forma, uma entidade
no Modelo de Titulo precisara saber quais os enderecos de
destino na rede legada e precisara utilizar as mesmas pilhas de
protocolos utilizadas atualmente. Para receber requisigoes da
arquitetura TCP/IP precisa mapear enderecos IP e nimero de
porta diretamente para a identificacdo da entidade de
comunicagao.

Por outro lado, na comunica¢do entre entidades deste
modelo, em redes também aptas a este, deixa de ser necessario
o uso dos demais enderegos, como o IP ou portas do
TCP/UDP, sendo utilizado o titulo da entidade para o
enderecamento.

IV. PROPOSTA DE OTIMIZACAO DO CUSTO DE REDE
PARA A PROGRAMACAO DISTRIBUIDA

O aumento da capacidade computacional dos elementos de
rede permitiu o surgimento e a expansdo de aplicagdes com
maior complexidade e com demanda de requisitos distintos,
como as aplica¢des com suporte a processamento distribuido.
Embora esta evolugdo tenha sido expressiva para os elementos
de rede, ndo foi acompanhada por melhorias expressivas nos
protocolos das camadas de enlace, rede e transporte, da
arquitetura TCP/IP, que manteve sua estrutura inalterada, em
grande parte.

Por exemplo, as camadas de rede e transporte desta
arquitetura sdo utilizadas pelos sistemas que utilizam a
programagdo distribuida para suportar suas necessidades de
comunicag¢do, que neste caso sao:

1. Enderecamento de estagoes;

2. Enderecamento de processos;

3. Controle do tamanho do pacote;
4. Garantia de entrega.

Uma solugdo que garanta o atendimento destas
necessidades e que traga melhoria do custo de rede, pode ser
uma alternativa para otimiza¢do da programacdo distribuida.
Para tanto, este trabalho reduz redundancias existentes nas
camadas de enlace, rede e transporte, da arquitetura TCP/IP e
traz uma alternativa pelo uso do Modelo de Titulo para a
comunica¢do em rede.

A alteragdo do modelo em camadas impacta a compilagdo
de aplicagdes e comunicacdo destas com os Sistemas
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Operacionais Distribuidos (SOD). Nado ¢ objetivo deste
trabalho discutir os impactos na compilagdo das aplicagdes,
mas sim de apresentar uma alternativa que minimize o custo
de rede a partir da otimizac¢do da estrutura dos protocolos de
comunicagdo utilizados, alternativa esta baseada no Modelo
de Titulo.

A. Ontologia para aproximagdo entre as camadas de rede

A comunicagdo das necessidades da camada de aplicacdo
para as camadas intermediarias e inferiores, na arquitetura
TCP/IP, ¢ limitada pela escolha do protocolo de transporte
(com ou sem garantia de entrega) e enderego de destino dos
pacotes. A comunicagdo de outras necessidades ¢ limitada, tais
como, demandar seguranga, mobilidade, multicast e QoS.

Para minimizar esta limitacio de comunicacdo de
necessidades entre as camadas, o Modelo de Titulo,
apresentado neste trabalho, utiliza ontologia para aproximar
semanticamente a camada superior das inferiores. O codigo
abaixo, em OWL, exemplifica a formalizac¢do utilizada para a
camada de aplicagdo para informar suas necessidades as
camadas inferiores, em ambientes de programacao distribuida.

<owl:ObjectProperty rdf:about="&Ontology1280888215552;Tem_Necessidade">
<rdfs:domain rdf:resource="&Ontology1280888215552;Enderecamento_Estacao"/>
<rdfs:domain
rdf:resource="&Ontology1280888215552;Enderecamento_Processo"/>
<rdfs:domain

rdf:resource="&Ontology1280888215552;Controle_Tamanho_Pacote"/>

<rdfs:domain rdf:resource="&Ontology1280888215552;Garantia_Entrega"/>
<rdfs:subPropertyOf rdf:resource="&owl;topObjectProperty"/>

</owl:ObjectProperty>

<owl:Thing rdf:about="&Ontology1280888215552;ProgramacaoDistribuida">
<rdf:type rdfiresource="&Ontology1280888215552;Aplicacao"/>
<rdf:type rdf:resource="&owl;NamedIndividual"/>
<TituloEstacao>PD_Mestre</TituloEstacao>
<TituloEstacao>PD_Escravo_A</TituloEstacao>
<TituloEstacao>PD_Escravo_B</TituloEstacao>
<TituloProcesso>PD_LAM_MPI</TituloProcesso>
<ControleTamanhoPacote>79</ControleTamanhoPacote>
<GarantiaEntrega rdf:datatype="&xsd;boolean">Sim</GarantiaEntrega>
<rdfs:comment>Programagao Distribuida ¢ uma instancia da entidade Aplicagdo, que
possui necessidade de comunicagdo entre mestre e escravos, com garantia de
entrega e controle do tamanho do pacote.
</rdfs:comment>
<Tem_Necessidade
rdfiresource="&Ontology1280888215552;ProgramacaoDistribuida"/>
</owl:Thing>

Enderecamento Estacao, Enderecamento Processo, Con-
trole Tamanho Pacote e Garantia Entrega sdo conceitos
hierarquicamente abaixo do conceito necessidade na
taxonomia do Modelo de Titulo, representado na ontologia
por:

<owl:Class rdf:about="&Ontology1280888215552;Enderecamento_Estacao">
<rdfs:subClassOf rdf:resource="&Ontology1280888215552;Necessidade"/>
</owl:Class>

<owl:Class rdf:about="&Ontology1280888215552;Enderecamento_Processo">
<rdfs:subClassOf rdf:resource="&Ontology1280888215552;Necessidade"/>
</owl:Class>

<owl:Class rdf:about="&Ontology1280888215552;Controle_Tamanho_Pacote">
<rdfs:subClassOf rdf:resource="&Ontology1280888215552;Necessidade"/>
</owl:Class>

<owl:Class rdf:about="&Ontology1280888215552;Garantia_Entrega">
<rdfs:subClassOf rdf:resource="&Ontology1280888215552;Necessidade"/>
</owl:Class>

r

Este codigo ¢ um exemplo de parte da formalizacdo de
necessidades de comunicagdo que podem variar em contextos
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e ambientes distintos, porém representados formalmente pela
ontologia do Modelo de Titulo, conforme a instincia da
entidade de comunicagdo e suas necessidades.

Esta comunicagdo de necessidades permite minimizar o
custo de rede pela otimizagdo da estrutura dos protocolos de
comunica¢do utilizados na arquitetura TCP/IP. Assim,
apresenta-se, a seguir, uma solugdo de rede para atender aos
requisitos necessarios a programacdo distribuida, possivel a
partir do uso da ontologia do Modelo de Titulo para as
aplicagdes de programagdo distribuida informarem suas
necessidades as camadas intermediarias da rede, em ambientes
com conectividade em camada 2.

Estas necessidades sdo compreendidas a partir da semantica
das necessidades formalizadas na ontologia para a
comunicag@o entre a camada de aplicagdo ¢ a de enlace. No
Modelo de Titulo, esta formalizagdo ¢é respectiva a
comunicagdo cross layer entre a camada de entidade e a de
enlace, por meio da camada de servigo.

B. Consideragées sobre o enderecamento de estagoes

O enderecamento de estagdes em redes de dados ¢
realizado pelos enderecos 16gico e fisico. Porém, de acordo
com Hegering [37], para uma rede local que tenha
conectividade em camada 2, o uso destes dois enderegos por
estacdo pode ser redundante em alguns casos. Em redes com
conectividade em camada 2, o endereco l6gico pode ser
substituido pelo fisico em alguns casos como, por exemplo,
para estacdes sem enderegamento dindmico.

Para manter a compatibilidade com os padrdes atuais, as
aplicagdes e seus usuarios podem fazer uso do endereco
logico, e deixar o Sistema Operacional Distribuido resolvé-lo
pelo uso do ARP (Address Resolution Protocol) [38]-[40].
Uma vez localizado o endereco fisico pelo Reply do ARP (Eth
Type: 0806 e ARP Opcode: 0002) no retorno do Request do
enderego 16gico (Eth Type: 0806 ¢ ARP Opcode: 0001), ndo
ha mais necessidade de enderecar os pacotes com uso da
camada 3, em uma rede com conectividade em camada 2.

Assim, os pacotes podem ser entregues diretamente pelo
enderego fisico, sem utilizar o endereco IP, garantindo a
economia de 20 bytes, que ¢ o tamanho minimo do cabegalho
IP [41].

Apesar da exclusdo da camada 3 ndo impactar nas
conexdes em camada 2, isto ndo resolve a necessidade de
enderegamento de multiplos processos, que para a arquitetura
TCP/IP ¢ feito pelo uso das portas na camada 4, tanto para o
protocolo UDP quanto para o TCP [4] [42].

C. Consideragdes sobre o enderecamento de processos

Para otimizar o uso da camada de Transporte, é necessaria
uma alternativa para enderegar os processos. Este requisito pode
ser atendido sem utilizar o UDP ou TCP, na camada 4 do
TCP/IP. A proposta deste enderegamento ¢ enviar 1 byte de
controle no inicio do payload da camada de enlace.

Deste byte, os dois primeiros bits informam quantos bytes
serdo utilizados para o enderegamento de multiplos processos,
conforme a regra 2"N, sendo N o valor em decimal destes dois
bits. Os bits complementares a estes dois serdo utilizados para o
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enderecamento de processos. Por exemplo, para o valor “00” sdo
6 bits complementares, que permitem até 64 enderecos, conforme
abaixo:

276 = 64 addresses
2”14 = 16.384 addresses
2730 = 1G addresses
2762 = 4E addresses

valor 00: 270 = 1 byte

valor 01: 2*1 =2 bytes
valor 10: 22 = 4 bytes
valor 11: 273 = 8 bytes

O limite para a quantidade de portas para os protocolos
TCP e UDP ¢ de 216 (64K) — menor que o desta proposta,
que suporta 2762, Para as atuais aplicagdes distribuidas, uma
quantidade maior de enderegos ndo ¢ fundamentalmente
necessaria, mas futuramente podera vir a ser, quando houver
necessidade de comunicag@o entre estacdes com quantidades
gigantescas de processadores e que suportem quantidades
enormes de processos em HPC (High Performance
Computing).

O TCP possui 20 bytes de cabegalho e para enderecar os
processos ¢ proposto uma quantidade variavel de 1 a 8 bytes,
conforme a quantidade de enderecos de processos utilizados.
Assim, a reduc@o da quantidade de bytes enviados em relagdo
ao cabegalho do TCP ¢:

valor 00: 270 = 1 byte

valor 01: 2*1 = 2 bytes
valor 10: 22 = 4 bytes
valor 11: 273 = 8 bytes

1/20 = 95,0%
2/20 = 90,0%
4/20 = 80,0%
8/20 = 60,0%

O cabecalho do UDP possui 8 bytes e nesta proposta, a
reducdo da quantidade de bytes enviados em relagdo ao
cabecalho deste protocolo de transporte é:

valor 00: 270 = 1 byte 1/8 =87,5%
valor 01: 2*1 = 2 bytes 2/8 =175,0%
valor 10: 22 = 4 bytes 4/8 =50,0%
valor 11: 23 = 8 bytes 8/8= 0,0%

Desta forma, ¢ aumentada a quantidade de enderegamento
para processos com a reducao do consumo de banda, exceto
para o valor “11” em comparagdo ao UDP, que apresenta 0%
de redugao.

Para a arquitetura atual de comunicagdo distribuida, com
valor maximo de porta igual a 2”16, o valor “10” seria
suficiente, uma vez que permite o equivalente para enderegar
até 1 Giga portas (processos). Para este valor, ha uma reducao
do custo de rede de 80%, na camada de transporte, comparado
ao uso do TCP e de 50% para o UDP.

Ao remover as camadas tradicionais de rede e transporte é
necessario controlar o tamanho do pacote, pois esta
informagao ¢ enviada, na arquitetura TCP/IP pelas camadas
tradicionais (camadas 3 e 4), removidas nesta proposta. Para
suportar esta necessidade ¢ apresentada, a seguir, uma
solugdo.

D. Consideragdes sobre o controle do tamanho do pacote

A quantidade de bytes do pacote ¢ informada no
Datagrama IP no Campo “Total Length”, de 16 bits e na
camada de Transporte esta informacdo trafega no campo
“Length” do TCP e do UDP, também de 16 bits. Na
arquitetura TCP/IP, o uso do “Total Length” no IP e do

“Length” no TCP e UDP ¢ redundante, visto que possuem
uma relagdo proxima, definida por:

Length = Total Length — IHL x 4

Obs.: IHL (IP Header Length) ¢ o segundo campo do cabegalho IP.

Para informar o tamanho do pacote, sem utilizar a camada
3 ¢ 4, propde-se o envio de um byte, onde os 2 primeiros bits
indicam quantos bytes informardo o tamanho do pacote pela
regra 2"N. Assim, o controle do tamanho do pacote ¢
homogéneo com a solugdo anterior para enderecar processos ¢
segue a mesma logica de construgdo, onde o tamanho maximo
dos dados de um pacote é:

valor 00: 270 = 1 byte

valor 01: 21 = 2 bytes
valor 10: 22 = 4 bytes
valor 11: 23 = 8 bytes

(276)-1 =63 bytes
(2714)-1 = 16.383 bytes
(2730)-1 = 1G-1 bytes
(2762)-1 = 4E-1 bytes

Para o IP, TCP e UDP, que utilizam 16 bits para informar o
tamanho de um pacote, o tamanho maximo ¢ de 64K bytes,
sendo inferior a capacidade desta proposta, que permite
aumentar o tamanho dos pacotes. Isto pode ser 1til, em certos
casos, na comunicagdo distribuida, onde for necessario o
envio de uma quantidade grande de dados.

Por exemplo, na classificagdo ¢ analise de alvos e
vizinhancas de cubos espaciais utilizando UWB (Ultra-
Wideband). Nesta situagdo, ndo seria necessario enviar
multiplos pacotes, o que reduz o overhead de rede gerado pelo
envio do cabecalho, em cada pacote.

Cabe ressaltar que, para algumas redes, ha a fragmentacao
de pacotes, devido ao MTU (Maximum Transmission Unit), o
que pode limitar esta possibilidade de melhoria. Nas redes
Ethernet, por exemplo, é comum a utilizagdo do MTU igual a
1500 bytes e também do Jumbo Frame, com 9000 bytes.

Para a programagdo distribuida, o envio de pacotes pode
ser feito com uso do UDP ou TCP. Para a comunicagdo com
UDP, ndo ha garantia de entrega dos pacotes, porém, esta
garantia ocorre no TCP. As consideracdes sobre esta garantia
¢ abordada na proxima subsecao.

E. Consideragées sobre a garantia de entrega dos pacotes

Na arquitetura TCP/IP nem todos os pacotes precisam de
garantia de entrega pela camada de transporte, pois algumas
aplicagdes utilizam mecanismos proprios de controle e fazem
uso do UDP para reducdo do custo de rede [43]. Com a
evolugdo tecnologica das ultimas décadas e o aumento gradual
da qualidade dos elementos de rede, reduzindo perda de
pacotes, a programacdo distribuida teve, consequentemente,
melhorias em sua qualidade de comunicagao.

Assim, ¢ proposto que a garantia de entrega dos dados,
entre estagoes, seja feita pela camada de enlace, a partir do uso
de elementos de rede com qualidade suficiente para isto e
utilizando o principio discutido por Tanenbaum e Kurose
[43]-[44], em que a camada 2 ¢ responsavel pela deteccdo e
corregdo de erros no envio de dados entre estagdes.

Em especial, para ambientes em que a garantia de entrega
tenha exigéncia reduzida, esta discussdo possui menor
impacto no contexto. Por exemplo, na programagio
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distribuida com o LAM MPI a exigéncia de garantia de
entrega ¢ parcial, conforme mostrado na secdo 5 pela
comparag¢do de uso do UDP x TCP.

O enderegamento de estagdes/processos, controle do
tamanho de pacotes e garantia de entrega em redes com
conectividade em camada 2 podem ser utilizadas de forma a
suportar a interoperabilidade com as arquiteturas atuais,
questdo esta que sera discutida na proxima subsecéo.

F. Consideragoes sobre a interoperabilidade com as
arquiteturas atuais

Para ndo haver elevado impacto nas estruturas de
comunicagdo de rede atuais, esta proposta precisa ser
implementada o mais transparentemente possivel para as
aplicagdes. Isto € possivel a partir da alteracdo dos modulos
dos Sistemas Operacionais Distribuidos (SOD's) que sao
responsaveis pela implementagdo da pilha de protocolo da
arquitetura TCP/IP.

Nesta alteracdo, ¢ proposto utilizar um novo Ether Type,
em substituicdo ao 0x800 (decimal 2048). Este novo Ether
Type ¢ utilizado para identificar os pacotes com esta nova
estrutura. Para utilizagdo desse novo Ether Type, é sugerido
uso do Ether Type 0x809 (decimal 2057), que esta disponivel
para uso conforme a lista (parcial) abaixo, retirada do JANA:

Ether type Exp. Ether. Description References
2048 0800 513 1001 Internet IPv4 [IANA]
2049 0801 - - X.75 Internet [XEROX]
2050 0802 - - NBS Internet [XEROX]
2051 0803 - - ECMA Internet [XEROX]
2052 0804 - - Chaosnet [XEROX]
2053 0805 - - X.25 Level 3 [XEROX]
2054 0806 - - ARP [IANA]
2055 0807 - - XNS Compatability [XEROX]
2056 0808 - - Frame Relay ARP [RFC1701]
2076 081C - - Symbolics Private [DCP1]
2184 0888-088A - - Xyplex [XEROX]

Fonte: http://www.iana.org/assignments/ethernet-numbers

O SOD ao identificar a recepgdo de um pacote com o tipo
0x809, na camada de enlace, automaticamente entrega os
dados para a aplicagdo com a correlagdo do enderego de
processo recebido para a porta do UDP/TCP, de mesmo valor.
Assim, para interoperar com as aplica¢des tradicionais, a
informagao do enderego de processo deve limitar-se ao valor
65.535, limite equivalente ao nimero de portas no UDP/TCP.

As aplicagdes construidas pelas defini¢des desta proposta
informam ao SOD suas necessidades, em OWL, com uso de
Raw Socket. Desta forma elas informam que também estdo
preparadas para receber o fluxo de comunicag@o. Assim, o
SOD encaminha os dados diretamente para estas, sem a
necessidade de passar pela pilha tradicional do TCP/IP.

O SOD também fica responsavel por traduzir os dados das
aplicacdes tradicionais para as novas, quando os pacotes sao
enviados com a estrutura atual do TCP/IP. Nesta situagdo, o
SOD encaminha os dados recebidos para as novas aplica¢des
com a alteragdo das portas tradicionais para a nova forma de
enderecamento, o que garante a interoperabilidade com as
aplicagdes legadas.

A proxima segdo apresenta a avaliacdo de desempenho
desta proposta com a analise de um teste real de programagao
distribuida com uso do MPI (Message Passing Interface).
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V. AVALIACAO DE DESEMPENHO

Para medir, com precisdo, o ganho em otimizacao pelo uso
desta solugdo, ¢ necessario verificar o impacto na
comunicagdo de rede. Para tanto, é analisado nesta se¢do um
caso real de programagdo distribuida com uso do MPIL.
Observe-se que outros ambientes com comportamento de rede
semelhante ao da programagao distribuida também apresentam
ganhos similares. Por exemplo, algumas redes de voz/video e
de sensores que tenham conectividade em camada 2, pacotes
pequenos e alternem a necessidade, ou ndo, de garantia de
entrega dos pacotes.

A. Medida do custo de rede da programacdo distribuida
com MPI

Nos testes realizados foram utilizadas 2 estagdes (1 mestre
e 1 escravo), Sistema Operacional Linux versdo 2.6.27.5-
41.£c9.1686 e a implementacdo LAM para MPI, versao 7.1.4
/MPI 2, da Universidade de Indiana. Na captura dos pacotes
foi utilizado o Wireshark, versdo 1.0.3.

Para o envio e recepg¢do dos dados foram utilizadas as
chamadas MPI_Send e MPI_Recv, respectivamente.

No teste foi enviado um vetor de 100 posi¢des para soma
em cada escravo. Neste procedimento, foram enviados 56
pacotes entre a estagdo mestre e cada escravo. Todos os
pacotes enviados tiveram 20 bytes de cabegalho IP (tamanho
minimo do IHL), o que significa que ndo houve nenhuma
informac¢do no campo opcional. Cada comunica¢do ocorreu
em aproximadamente 30,039 mseg.

A Fig. 3 mostra o tamanho dos pacotes enviados para 1
comunicagdo, onde ¢ verificada a relagdo entre o tamanho
total do cabegalho IP ¢ 0 do UDP/TCP. A escala do eixo Y foi
intencionalmente limitada em 300 para melhor visualizag@o.
Isto foi necessario porque os pacotes de 9 a 12 tiveram o
tamanho muito superior a média dos demais, em decorréncia
de sua utilizagdo para o envio dos dados do mestre para o
escravo. De fato, estes 4 pacotes sdo fragmentos de 1 pacote
unico, com o tamanho total informado pelo UDP igual a 4.508
bytes.

&ff B IP Header length
## H IP Total Length
300 0 UDP/TCP Length
250
P
200
150 UDP/TCP Length
en
100 f g
50 f+ IP Total Length

0 ¥ IP Header length

4 10 16 22 28 34 40 46 52
1 7 13 19 25 31 37 43 49 55

Figura 3. Tamanho dos pacotes enviados entre o mestre e 0 escravo.

Para os pacotes de 9 a 11 o tamanho total do IP foi de 1500
bytes, que é o valor do MTU no ambiente de teste utilizado.
Cada um destes 3 pacotes possui 1480 bytes de dados e 20
bytes de cabegalho IP. O pacote de niumero 12 possui 20 bytes
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de cabecalho IP acrescido de 8 bytes do cabegalho UDP.

Exatamente 50% dos pacotes enviados foram originados
pelo mestre ¢ 50% pelo escravo. Do total de pacotes 76,8%
(43) utilizaram o UDP como protocolo de transporte ¢ os
demais 23,2% (13) foram transmitidos com o TCP. Dos
pacotes enviados pelo mestre, 82,1% (23) utilizaram o UDP e
17,9% (5) o TCP, enquanto que o escravo enviou 71,4% (20)
pacotes com UDP e 28,6% (8) com TCP.

A Fig. 4 apresenta o grafico da distribui¢do de uso do TCP
e UDP entre o mestre e o escravo. Observa-se que os pacotes
TCP possuem confirmacdo de entrega, assim, para cada pacote
TCP enviado ha outro de resposta.

Distribuicao dos Pacotes
100.00%

80.00%
60.00%
40.00%
20.00%

0.00%

B Mestre
[ Escravo

m

ubpP TCP

Figura 4. Distribui¢do dos pacotes entre o mestre € 0 escravo.

Por haver a confirmagdo de entrega no TCP, a diferenca
entre a quantidade enviada entre o mestre e o escravo ¢
explicada pelo procedimento de conexdo/desconexdo do TCP,
em 3 vias, onde o escravo iniciou e encerrou a conexdo. No
encerramento o escravo também enviou a confirmac¢ido do
ultimo pacote TCP recebido, ficando assim com 3 pacotes
enviados a mais que o mestre.

B. Resultado da proposta de otimiza¢do do custo de rede

Para mostrar o impacto desta solugdo na redugdo do custo
de rede apresenta-se, a seguir, a reconstru¢do do primeiro
pacote, que foi enviado do mestre para o escravo. Também ¢
apresentada a analise da otimizagdo total para a comunicag@o
completa da programagdo distribuida, realizada com o LAM
MPI. Este primeiro pacote enviado possui 102 bytes,
distribuidos conforme abaixo:

1) Protocolo Ethernet (14 bytes):
00 la 4d a3 34 11 00 1b 24 f6 d8 14 08 00
2) Protocolo IP (20 bytes):
45 00 00 58 00 00 40 00 40 11 12 6d 0Oa 0Oa Oa Oa
3) Protocolo UDP (8 bytes):
82 a3 bb 29 00 44 55 92
4) Dados (60 bytes):
00 00 00 00 00 00 02 8f 00 00 00 01 40 00 00 Oe

00 00 00 00 00 00 01 00 00 00 00 00 f£ff ££f d9 1c
00 00 26 e4 00 00 00 05 00 00 00 05 00 00 00 05

0a O0a O0a 0b

00 00 00 0O
00 00 00 01
bf 96 40 98

Nesta proposta ha alteragdes nos protocolos conforme as
estruturas descritas na se¢do 2. Para o protocolo Ethernet, ha
alteragdo do Ether Type de 0800 para 0809, conforme 2.5.
Para informar a porta de destino deste pacote (bb 29 = 47913),

conforme a se¢do 4.C, ¢ utilizado o valor “10” com 4 bytes
para designar este numero de porta. Com isto, tem-se os bytes
“80 00 bb 29” pela construcdo binaria:

1000 0000 0000 0000 1011 1011 0010 1001

Para o controle do tamanho do pacote tem-se o valor “00”,
que permite informar o campo de dados com até 63 bytes
(276-1). Assim, para este pacote, ha 1 byte de informagio,

sendo este 3C:

0011 1100

Nao ha alteragdo no campo de dados e a reconstrugdo do
pacote ¢é feita conforme a sequéncia abaixo:

1) Protocolo Ethernet (14 bytes):

00 la 4d a3 34 11 00 1b 24 f6 d8 14 08 09

2) Otimizagdo Proposta (5 bytes):
80 00 bb 29 3C

3) Dados (60 bytes):
00 00 00 00 00 00 02 8f 00 00 0O

00 00 00 00 00 00 01 00 00 00 OO
00 00 26 e4 00 00 00 05 00 00 OO

01 40 00 00 Oe 00 00 0O OO
00 £f£f ££ d9 1c 00 00 00 01
05 00 00 00 05 bf 96 40 98

Para este pacote, ha melhora no custo de rede de 102 para
79 bytes, o que representa uma reducdo de 22,5%, em seu
tamanho. Em relagdo as camadas 3 e 4, esta proposta reduz
82,1% do overhead, ja que os 28 bytes de cabegalhos (20 do
IP + 8 do UDP) sdo otimizados para 5 bytes. Para uso do TCP,
a reducgdo do custo de rede seria maior porque este protocolo
possui cabecalho com tamanho superior ao UDP e faz
confirmagdo do recebimento dos pacotes.

Este cenario de programacdo distribuida avaliado possui
estabilidade quanto as caracteristicas de comunicagdo de rede
do ambiente. Para demonstrar esta estabilidade o teste de soma
de vetor foi repetido 20 vezes, com a respectiva analise da
variagdo do custo de rede em todas as repeti¢des do teste.

Em todos os testes, a comunicagdo ocorreu com a mesma
quantidade de 56 pacotes e a Fig. 5 apresenta a variacdo do
tamanho do quadro (Frame Length), em bytes, para os 20
testes (T1 a T20). Este grafico comprova que ndo ha variagéo
significativa do custo de rede no ambiente de programagio
distribuida, para execugdes consecutivas.

Variagao do Tamanho do Quadro em Bytes

300
—T1 —T11
250 —T2 —T12
200 T3 —T13
—T4 —T14
150 ™5 T15
100 VW\ T6 —T16
—T7 —T17
50 T8 — T18
0 —T9 —T19
3 7 11151923 2731353943 475155 — T10 —T20

1 5 9131721252933 3741454953

Figura 5. Variacdo do tamanho do quadro em 20 execugdes.
O grafico da Fig. 6 refor¢a esta comprovagdo, pois o
tamanho total dos Frame Length, na somatoria dos 56 pacotes,
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totaliza 9.280 bytes, em todos os 20 testes realizados.

Em relacdo a analise sobre a inclusdo de multiplas estagdes
na programacdo distribuida, também ndo ha variacdo
significativa no comportamento da rede, pois a comunicagio
de cada etapa na distribuicdo de tarefas normalmente ¢ feita
entre 2 estacdes, 0 mestre € o0 escravo.

Trafego Total
10000

8000
6000
4000
2000

=—TOTAL

T2 T4 T6 T8 T10 T12 T14 T16 T18 T20
T1 T3 T5 T7 T9 T11 T13 T15 T17 T19

Figura 6: Somatdria do tamanho do quadro na repeticdo de 20 testes.

Assim, a comunicagdo ¢ replicada independentemente da
quantidade de escravos participantes. Esta afirmagdo ¢
comprovada pela analise da Fig. 7, que mostra o resultado na
soma de um vetor de 300 posi¢cdes de inteiros. Destes, 100
foram somados no mestre, 100 no escravo A e 100 no escravo
B.

Alteragao da Quantidade de Escravos
300

250
200
150

100

o W

0

3 7 111519 23 27 31 35 39 43 47 51 55
1 5 9 1317 21 25 29 33 37 41 45 49 53

Figura 7. Analise da inclusdo de novos escravos.

Neste grafico o resultado TO (teste 0) possui os valores do
T1 (teste 1), da Fig. 5. T1A e T1B s@o os resultados do teste
com a programagdo distribuida em 2 escravos (escravo A e
escravo B). O comportamento dos testes TIA e TIB ¢
proximo ao analisado para 1 escravo (TO0), tanto para o trafego
em quantidade de pacotes quanto para o tamanho em bytes, o
que comprova que ndo ha variagdo significativa no custo de
rede com o incremento de novas estagdes escravas.

Para esta andlise também foram executados 20 testes.
Observa-se que, ao incluir uma nova estacdo na programagao
distribuida, houve alteragdo de 2,33% sobre a quantidade total
de bytes na somatoria dos Frame Length, que passou de 9.280
bytes para 9.496 bytes. Esta altera¢do possui impacto reduzido
na analise desta otimizagdo, pois a quantidade de pacotes entre
o mestre e cada um dos escravos manteve-se estavel, com 56
pacotes trafegados entre estes. Consequentemente, a
otimizagdo dos cabegalhos, em bytes, permaneceu estavel.
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A reducdo percentual do custo de rede de um pacote tem
variagdes conforme seu tamanho. Para os testes realizados, em
que o mestre enviou vetores de 100 posi¢des para a soma em 1
escravo, a redugdo do custo de rede, por pacote, ¢ apresentada
na Fig. 8.

Otimizagao por Pacote

300
250
200
150 ~ Novo Frama Length
100

50

3 7 1115192327 3135394347 5155
1 5 9 1317212529 3337414549 53

Figura 8: Redugéo do custo de rede por pacote.

Neste teste, com 1 escravo, os 56 pacotes enviados
totalizam 9.280 bytes. Com a nova estrutura ha redugéo para
7.867 bytes, o que representa uma melhoria de 15,23% para a
quantidade de bytes enviados. Em relagdio ao uso dos
cabecalhos do IP e UDP/TCP, esta proposta reduz o overhead
dos cabegalhos de 1.724 para 291 bytes, em um total de
83,12% de otimizagdo.

VI. CONCLUSAO

A proposta apresentada neste artigo possibilita a reducdo
do custo de rede para a programagdo distribuida em sistemas
com conectividade em camada 2. Esta otimizagdo é possivel a
partir do uso do Modelo de Titulo e de sua representagdo
explicita com uso de ontologia, que suporta a aproximagio
entre a camada superior e as inferiores, na comunicagdo em
redes de computadores.

Isto contribui para o suporte das necessidades de
comunicagdo, que para a programagdo distribuida sfo:
Enderecamento de estagdes; enderecamento de processos;
controle do tamanho do pacote; e; garantia de entrega. Com o
atendimento destas necessidades, este trabalho colabora com a
melhoria de desempenho das aplicagdes de programacéo
distribuida e amplia as perspectivas para uso da ontologia do
Modelo de Titulo em outros ambientes.

Para o teste realizado com o LAM MPI, houve reducdo de
15,23% na quantidade de bytes trafegados, entre um mestre e
um escravo, para a soma de um vetor de 100 posi¢cdes. Em
situagdes que demandam alto processamento, com envio de
menor quantidade de dados por pacote, esta otimizagdo
percentual pode ser ainda maior, como no calculo do PI com
N casas decimais, por exemplo.

Para trabalhos futuros, sugere-se a expansdo da proposta,
testes e analise de desempenho do uso do Modelo de Titulo
para ambientes diversos, como o de redes de sensores e
streams de dudio e video. Também sugere-se o envio de dados
com tamanho gradativo, partindo de muito pequeno (1 byte)
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at¢ muito grande (Giga bytes). Outra sugestdo ¢ o estudo
sobre a possibilidade de reducdo da quantidade de pacotes
enviados, por exemplo, a retirada dos pacotes de confirmagao
do TCP e o uso de camadas de enlace com MTU maiores que
1500 para minimizar a fragmentagdo dos pacotes.

E pertinente também o estudo de um mecanismo mais
eficiente para alocar as portas, para aplicagdes diversas
comunicarem entre 0os mesmos mestres e escravos utilizados

na

programacgdo distribuida. Por exemplo, usando o

enderegamento horizontal por titulo de entidade e o Servigo de
Dominio de Titulo (DTS), descrito em [36].
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